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Abstract: Wireless mesh networks (WMNs) extend and improve broadband Internet connectivity for the end-users 

roaming around the edges of the wired network. Amid the explosive escalation of users sharing multimedia content over 

the Internet, the WMNs need to support the effective implementation of various multimedia applications. The 

multimedia applications require assured quality of service (QoS) to fulfill the user requirements. The QoS routing in 

WMNs needs to guarantee the QoS requirements of multimedia applications. Admission control (AC) is the primary 

traffic control mechanism used to provide QoS provisioning. AC admits a new flow only if the QoS requirements of 

already admitted flows are not violated, even after the admission of a new flow. We propose a new QoS routing 

protocol integrated with AC called Delay-Sensitive QoS Routing with integrated Admission Control (DSQRAC) to 

control the admission of delay-sensitive flows. A delay-aware cross-layer routing metric is used to find the feasible path. 

DSQRAC is implemented using ad-hoc on-demand distance vector (AODV) routing protocol, where a delay-sensitive 

controlled flooding mechanism is used to forward the route request packets. In the proposed work, we adjust/reassign 

the channels to aid the QoS routing to increase the likelihood of accepting a new flow. The simulation results show that 

the performance of the proposed QoS routing protocol is better than the existing schemes. 

 

Index Terms:  Wireless Mesh Network, QoS Routing, Admission Control, Channel Reassignment, Cross-layer. 

 

 

1.  Introduction 

WMNs are self-organizing, self-healing networks that deliver Internet services across broad coverage areas [1]. 

WMNs extend and improve broadband Internet connectivity for end-users roaming around the edges of the wired 

network. Owing to the rapid growth in the use of different real-time multimedia applications, the WMNs must fulfill 

QoS requirements of such applications [2]. Due to fluctuating capacity of wireless links, multi-hop transmission, and 

wireless channel contention, the QoS provisioning over WMN is more challenging. The use of multi-radio nodes and 

multiple channels in the multi-radio multi-channel WMN (MRMC-WMN) alleviates network interference and increases 

network capacity. But the time-varying wireless environment and real-time multimedia application’s high demand for 

QoS repeatedly leaves the users unsatisfied with present network performance. So, the critical difficulties in developing 

the MRMC-WMN backbone is how to design relevant algorithms and protocols to fairly satisfy the QoS requirements 

of multimedia applications. Routing decisively contributes to the provision of QoS and improves the network 
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performance. The routing protocol with QoS provisioning needs to employ a self-serving strategy to find an end-to-end 

routing path that meets the QoS demands of real-time multimedia applications. AC is the primary traffic control 

mechanism deployed to provide QoS provisioning [3]. AC accepts new flow only if sufficient network resources are 

available to fulfill the requirements of new and existing flows. 

Here, we focus on end-to-end delay requirements of delay-sensitive multimedia applications such as live video 

streaming, voice over IP. These applications require a lower end-to-end delay to preserve their interactive and streaming 

characteristics [4]. For the delay-sensitive multimedia applications, we aim to discover a path with minimum end-to-end 

delay. For this, we propose a routing protocol called Delay-Sensitive QoS Routing with integrated Admission Control 

(DSQRAC), which is implemented using AODV [5] routing protocol. A delay-aware cross-layer routing metric is used 

to find the feasible path with minimum end-to-end delay. During route discovery, DSQRAC protocol uses route request 

(RREQ) packets to discover the path that satisfies the delay requirements of a new flow. The node forwards RREQ 

packets if it is able to fulfill the delay requirement. As the RREQ packets are forwarded only by the nodes that 

guarantee the required delay requirement, DSQRAC avoids the unnecessary flooding of RREQ packets and makes 

provision to save the possible network resources to be consumed by such RREQs. The availability of network resources 

affects the existence of a feasible path. The routing and channel assignment algorithms control the resource availability 

[6]. As part of route discovery, we adjust/reassign available network resources to increase the likelihood of finding a 

feasible path. The prime purpose is to maximize the flow acceptance rate through the interaction of routing and channel 

assignment. Hence, we propose a joint QoS routing and channel assignment with an integrated admission control 

scheme for WMNs 

The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 presents the system 

model and problem statement.  DSQRAC routing protocol is presented in Section 4. In Section 5, we evaluate the 

performance of DSQRAC. Finally, Section 6 concludes the paper. 

2.  Related Works 

QoS routing is a fundamental research problem in the WMNs. Many studies on QoS routing protocols have been 

proposed to satisfy end-to-end QoS requirements for real-time multimedia applications. Some protocols are with 

admission control, and some are without admission control. Here, we review the QoS routing with admission control. 

The protocol proposed in [7] computes the end-to-end delay. As a stream of dummy packets used for the end-to-

end delay estimation, this protocol has significant control overhead and affects the network throughput. Since the 

protocol does not employ a bandwidth estimation mechanism at intermediate nodes, it cannot guarantee the delivery of 

all the packets of every admitted flow. The protocol takes more time for path discovery. The protocol proposed in [8] 

has a residual bandwidth-based distributed hop-by-hop AC solution. The interference is captured using the conflict 

graph. Authors have assumed fixed channel capacity. Under the local maximum clique constraints, each node uses more 

transmission power to communicate its flow information; this extra power causes significant overhead and consumes a 

substantial part of the available bandwidth. The protocol proposed in [9] uses a dual threshold-based approach, where 

nodes regularly share their traffic statistics and estimate their available bandwidth. It uses extended-range transmission 

to exchange messages. The protocol is not capable of coping with multi-rate nodes and could not account for the 

possibility of concurrent transmissions, resulting in an underestimation of the node’s available bandwidth. A joint QoS 

routing and centralized channel assignment protocol proposed in [10] uses with greedy approach to find a path. It uses 

an interference-based routing metric to find k paths. For each of the k paths, the feasibility in terms of available 

bandwidth is checked. If a path is infeasible, the channel assignment algorithm tries to remap the channels among nodes 

to make it a feasible path. The proposed group channel change procedure treats all violated links as out-of-path violated 

links and tries to reassign channels. The path discovery time is more and the entire process is more complex. The 

protocol proposed in [11] uses a distributed AC algorithm to discover two node-disjoint paths. As the protocol does not 

consider path stability, it subdues the performance of channel allocation mechanism. Protocol is not suitable for multi-

channel networks. The protocol assumes flow demands are stable and known well in advance. This presumption is 

unrealistic, and it doesn’t react to any network changes.  

The multi-path routing protocol proposed in [12] classifies traffic into three groups and finds several high-quality 

paths. For load balancing and path reservation, it employs a feedback-based approach. The protocol assumes flow 

demands are stable and known well in advance and takes more time for path discovery. The protocol proposed in [13] 

uses interference-aware clique and cross-layer distributed AC protocol to support QoS in WMNs. Nodes share traffic 

statistics regularly and estimate their available bandwidth based on local maximal clique constraints. The AC technique 

only involves cluster heads and uses a feedback-based mechanism to control the congestion. Establishing a maximal 

clique in real-time is challenging, even for a small network, so the use of the maximum clique is quite complex. This 

protocol does not take into account link breakdown and dynamic channel assignment. The protocol proposed in [14] 

uses bandwidth estimation at each node along with delay-constrained admission control from multi-rate WMN. First, it 

estimates available bandwidth at each node. Then AC estimates the bandwidth to be consumed by flow and decides to 

admit the new flows. It also makes sure that delay requirements of real-time flows are satisfied. The protocol assumes 

static channel assignment and makes an effort to admit the flows on the assigned channels only. Energy-aware cross-

layer-based protocol proposed in [15] uses a bandwidth-aware AC mechanism for allocating bandwidth to support 
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different applications. It uses a cross-layer design to collect routing information such as node's available energy, node 

ID, congestion information from a different layer to build a shared database and shares its database to its neighbors. 

Based on the received details, it allocates bandwidth for flows. Due to a lot of information exchange, the proposed 

mechanism has a lot of control overhead. The queuing mechanism used may result in the starvation of non-real-time 

applications. The protocol proposed in [16] uses bandwidth and delay-aware routing-based AC integrated with a 

dynamic link schedule (LS). Whenever flows enter/exit, the network LS is updated. The AC decides to accept/reject a 

new flow based on the global network state information. Each gateway maintains scheduling matrices of the network 

and exchanges their schedule matrices to have up-to-date matrices. This AC mechanism with LS has a significant 

control overhead and has complex operations. 

In all the existing protocols except [10], with available resources only, each protocol proposed in [7-9, 12-16] try 

to find a feasible path that satisfies the end-to-end requirements of flows. If they did not find a feasible path, none of the 

protocols makes an effort to adjust the network resources to increase the likelihood of finding a feasible path. The 

protocol in [14] tries to find k paths and investigate their feasibility, so it takes more time to find a feasible path. It uses 

a centralized algorithm and uses only interference-based routing metric. On the other hand, due to exchange of large 

amount of control information, the QoS routing protocols proposed in [7, 8, 13, 15, 16] with AC have lot of control 

overhead. The multipath routing protocols proposed in [11, 12] have out-of-order packet delivery. We need a QoS 

routing protocol with admission control that tries to adjust the network resources to increase the likelihood of finding a 

feasible path and also has simple operations with low complexity. 

3.  Problem Statement and System Model  

3.1.  Problem Statement 

Here, we investigate the problem of enhancing network performance, assessed in terms of acceptance rate of delay-

sensitive flows. The new data flow i, QSDi = {si, di, ei, ti} arrives at any time ti with its end-to-end delay requirement ei. 

For new flow ‘i’, we need to discover a feasible path from source si to destination di. To assure the end-to-end QoS 

requirements, we need to estimate available resources on the end-to-end path. To fulfill the end-to-end delay 

requirement, estimated path delay should be smaller than the required delay (ei). An end-to-end path with lowest end-to-

end delay results in a high throughput. The end-to-end delay is a total delay experienced at each hop on its source to 

destination path. Resource availability such as available bandwidth of link is the main factor that affects existence of 

feasible path. Routing scheme distributes traffic over network paths, while CA scheme assign channels based on traffic 

knowledge. The routing scheme determines how flows utilize the network bandwidth. The channel assignment scheme 

determines how much bandwidth is available on each link. If the routing scheme requires extra bandwidth on a link, the 

channel assignment scheme can furnish it by redistributing channels among competing links. So, to increase the 

likelihood of finding feasible paths, both routing and channel assignment need to be optimized together.  

3.2.  System Model 

We consider MRMC-WMN with the IEEE 802.11 DCF MAC protocol. Each router is assigned with a unique ID. 

Each router is equipped with R radio interfaces. WMN has C orthogonal channels. Our routing strategy is for wireless 

mesh backbone. Packets are forwarded via multi-hop packet forwarding over the mesh backbone routers. As part of 

initial configuration, we use interference-aware and network-connectivity-aware channel assignment scheme to assign 

orthogonal channels to radios of routers (nodes), such that the resulting wireless mesh backbone is highly connected 

with minimum co-channel interference. The node ‘i’ and ‘j’ have a common channel  
k

ijC  between them. We consider 

network traffic between users connected to mesh routers and the gateway nodes. All flows enter network at random 

time and each flow has its end-to-end delay requirement.  

4.  Delay-Sensitive QoS Routing with Integrated AC Routing Protocol  

4.1.  Overview of Proposed Protocol 

We propose a cross-layer QoS routing protocol to discover the path to fulfill the end-to-end delay requirement of 

delay-sensitive multimedia applications. The protocol is implemented using AODV routing protocol. It uses AODV 

RREQ control packet based admission control mechanism to discover a path to destination. We use Interference, Traffic 

Load and Delay Aware (ITLDA) cross-layer routing metric proposed in [22] to estimate a delay of each link on path 

between source and destination. The one-hop delay is the sum of the transmission delay, average channel access 

(contention) delay, and queuing delay. The delay experienced at each hop should be carefully determined. The available 

bandwidth of the link determines the one-hop delay. Interference among different nodes affects the link’s available 

bandwidth. The intra-flow interference has an impact on the available bandwidth of in-path links, and inter-flow 

interference has an impact on the available bandwidth of out-of-path links. So, the available bandwidth of link (per-hop 

basis) under the influence of interference is to be estimated properly. In ITLDA, the available bandwidth of the link 

used for the one-hop delay calculation is estimated using logical and physical interference models. In AODV, the source 

node runs the route discovery process for a maximum of RREQ_RETRIES number of times [8]. During each attempt, 
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the proposed DSQRAC protocol tries to discover a feasible path that satisfies the end-to-end delay.  

Due to a lack of required resources, DSQRAC protocol may not be able to find a feasible path. In the proposed 

DSQRAC, when the source node fails to discover feasible path till the (RREQ_RETRIES)-1 attempt, then for the 

(RREQ_RETRIES)th attempt, the resource available in the vicinity of the source/intermediate/destination nodes will be 

adjusted to maximize the likelihood of finding feasible path. The routing and channel assignment schemes determine 

resource availability. The traffic distribution over links is determined by routing and channel assignment. To increase 

the likelihood of finding feasible paths, we initiate the channel adjustment process to reassign the channels to the links 

for the path determined on the (RREQ_RETRIES)th attempt. It increases the available bandwidth of each hop, which in 

turn reduces the one-hop delay and overall path’s end-to-end delay.  The Fig. 1 shows the solution framework. 

 

 

Fig.1. Solution framework 

4.2.  Delay-sensitive QoS Routing with Integrated AC Routing Protocol 

We present a new QoS routing protocol called Delay-Sensitive QoS Routing with integrated Admission Control to 

find a feasible path to satisfy the end-to-end delay requirement of the delay-sensitive flow. We assume users have a set 

of video and audio applications that require a specific end-to-end delay. The user data is transmitted between the user’s 

connecting backbone router (Mesh Access Point) to the gateway. The routing algorithm may choose the path with the 

shortest end-to-end delay and the longest hop-count to reduce the likelihood of QoS violations. It may hurt long-term 

system performance as measured by the admission ratio. So, algorithm has to consider this concern while selecting a 

path.  

For end-to-end delay estimation, the delay experienced at each hop should be carefully determined. We use cross- 

layer routing metric ITLDA proposed in [22] to estimate a delay of each link on path between source and destination. 

Based on the packet delay model presented in [23], ITLDA estimates the one-hop delay of packet as sum of the average 

contention delay, transmission delay and queuing delay. As the queuing delay carries a noticeable part of the end-to-end 

delay [24], queuing delay has to be considered for estimating one-hop delay.   

We implement DSQRAC by extending the AODV protocol. We run the protocol on top of network topology 

which is highly connected with minimum co-channel interference. The existence of common channel between two 

neighboring nodes (backbone mesh routers) defines a link between them. Each node keeps a table called Neighbor State 

(NS) table to store the state information of its connected neighbors. Table 1 shows structure of the table.  

Table 1. Neighbor state table 

Node Interface Used (IU) Channel Used(CU) Link Delay (msec) 

N0 IU0 CU0 LD0 

. . . . 

. . . . 

Nn-1 IUn-1 CUn-1 LDn-1 

 

Each entry maintains information like neighbor node ID, node’s radio interface used, the common channel used to 

connect, delay of a link that exists between itself and its neighbor. Periodically each node broadcasts HELLO packets 

on all its radio interfaces to learn about the neighboring nodes and their corresponding neighbor state information. The 

ITLDA routing metric is used to update link delay that exists between itself and its neighbor. The link delay information 

is bi-directionally updated via the periodic exchange of HELLO message.    

In the proposed DSQRAC protocol, to admit a new flow, we use admission controlled route discovery process. For 

this purpose, AODV’s RREQ control packets are used. In the route discovery process, the source node broadcasts a 

modified RREQ packet on all its radio interfaces. In the route discovery process, RREQ_RETRIES attempts will be 

carried out by the source for find feasible path.  Before forwarding the RREQ packet, each node checks whether it has 

sufficient resources to serve the new flow without causing QoS violations of existing flows. Since DSQRAC uses only 

RREQ to discover a feasible path, it has simple operation and has low complexity. 

To support the QoS routing, we modify the RREQ as follows. The modified RREQ packet is shown in the Fig.2. 

We add two new flags. i) LA (Last Attempt) flag →In our protocol, we want channel adjustment/reassignment to be 

initiated only for the (RREQ_RETRIES)th attempt, for this attempt, we set LA=1 and for other attempts we set LA=0. ii)  

NC (Non-Confirmation of QoS) → For the RREQ with non-satisfying QoS, we set NC=1. We add 5 new fields. i) 
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Required_E2EDelay (RE2ED) →This field stores the end-to-end delay that a user can tolerate for his/her application 

(User’s QoS bounds).  ii) Total_E2EDelay (TE2ED) →This field stores cumulative end-to-end delay of partial path the 

from source to the current node. iii) Path_Accumulation_Vector →This field records all the nodes so far traversed by 

the RREQ packet. iv) Partial_Delay →This field stores end-to-end delay from source to node (bottleneck node) that 

fails to achieve the required QoS. v) Bot_Node_Id→This field stores the bottleneck node ID.    

 

 

Fig.2. Modified RREQ control packet  

When user flow arrives at Mesh Access Point (MAP), the receiving MAP acts source and tries to discover route to 

destination. Before sending RREQ packet, apart from filling all the pre-existing fields of the RREQ packet, the source 

node adds it ID into Path_Accumulation_Vector. In view of QoS routing, expect for the (RREQ_RETRIES)th attempt, 

for all (RREQ_RETRIES)-1 attempts, the source node sets flags D=1 and LA=0 and for last attempt we set flags D=1 

and LA=1. For all attempts, the Required_E2EDelay is initialized with maximum end-to-end delay that user can tolerate 

and Total_E2EDelay=0. The source node then broadcasts RREQ packet on its radio interfaces.  

When intermediate node receives RREQ packet, it checks whether the same RREQ is received previously. If 

received previously, the node discards the received RREQ. If not received previously, then it checks the value of flags 

D, LA and NC. Intermediate node has to handle the following cases. 

i) If D=1, LA=0 and NC=0, for each of its connected neighbor NNi, it fetches the link delay li between itself and 

the node NNi. The link delay li is added to the Total_E2EDelay field of the RREQ packet. If new value of 

Total_E2EDelay is less than the value of Required_E2EDelay, the Total_E2EDelay is updated with new value and 

intermediate node appends its ID to the Path_Accumulation_Vector. The intermediate node updates its routing table and 

forwards the updated RREQ (feasible) packet to NNi. If new value of Total_E2EDelay is more than the value of 

Required_E2EDelay field, intermediate node does not forward RREQ to neighbor NNi. This means that the end-to-end 

path through that neighbor NNi cannot guarantees the required end-to-end delay. Once checked for all its connected 

neighbors, intermediate node discards current RREQ packet. 

ii) If D=1, LA=1and NC=0 (for the last attempt), as done previously, for each connected neighbor NNi, 

intermediate node fetches the link delay li and adds li to Total_E2EDelay. If the new value of Total_E2EDelay is less 

than the value of Required_E2EDelay, the Total_E2EDelay is updated and intermediate node appends its ID to the 

Path_Accumulation_Vector and forwards the updated RREQ (feasible) packet to the neighbor NNi. On other hand, if 

intermediate node fails to identify any of its connected neighbors to satisfy the required end-to-end QoS, the current 

intermediate node is labeled as one of ‘bottleneck node’ which has failed to achieve the required QoS.  In this case, the 

intermediate node chooses the neighbor node Min_NNi which has shortest link delay among its connected neighbors. 

The intermediate node sets NC=1 to indicate that propagation through it is Non-Confirmation of QoS. Intermediate 

node then puts its ID in the Bot_Node_ID to indicate that, it is a one of possible node where channel reassignment can 

be done. Later it stores the value of Total_E2EDelay in the Partial_delay field. Finally, it appends its ID into 

Path_Accumulation_Vector, forwards the updated RREQ packet to the neighbor Min_NNi. 

iii) If D=1, LA=1 and NC=1(for the last attempt with Non-Confirming RREQ), among its connected neighbors, 

the intermediate node selects the neighbor Min_NNi that has the least link delay. It appends its ID into 

Path_Accumulation_Vector, updates its routing table and finally forwards the updated RREQ packet to the neighbor 

Min_NNi. 

The algorithmic steps for RREQ packet processing at intermediate node are shown in Algorithm 1. 

Whenever a RREQ packet reaches the destination node, destination checks that value of LA and NC flags. For the 

following three possible cases, the destination then generates the route reply (RREP) packet as per the modified format 

shown in the Fig.3. Similar to the modified RREQ packet format, the modified RREP has same NC flag, and other 

fields Partial_delay, Total_ E2EDelay, Required_E2EDelay, Bot_Node_ID, Path_Accumulation_Vector. The purpose 

of flags and new fields is same as that of modified RREQ packet. 

Algorithm 1. RREQ packet processing at intermediate node  

Process_RREQ_At_Intermdiate_ Node (New_RREQ) 

  1: if (D==1 and LA==0 and NC==0) then      // case i 

  2:   for each connected neighbor router NNi do 

  3:     New_Delay =Total_E2EDelay + Link_Delay li 

  4:     if (New_Delay < Required_E2EDelay) then 
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  5:     appends NNi ID to Path_Accumulation_Vector and forward RREQ via NNi 

  6:    Once done for all neighbor and not found NNi, then discard RREQ 

  7: elif (D==1 and LA==1 and NC==0) then         // case ii: last attempt 

  8:   for each connected neighbor router NNi do 

  9:     New_Delay=Total_E2EDelay + Link_Delay li 

10:     if (New_Delay < Required_E2EDelay) then 

11:     appends NNi ID to Path_Accumulation_Vector and forward RREQ through NNi 

12:    else 

13:     find the neighbor node Min_NNi that has the least link delay  

14:     set NC=1 and copy the Total_E2EDelay value into Partial _Delay 

15:     puts NNi router ID into Bot_Node_ID 

16:     appends NNi router ID to Path_Accumulation_Vector and forward RREQ via Min_NNi 

17:    elif (D==1 and LA==1 and NC==1) then       // case iii: last attempt 

18:     find the neighbor router Min_NNi that has the least link delay 

19:     appends NNi router ID to Path_Accumulation_Vector and forward RREQ via Min_NNi 

 

 

Fig.3. Modified RREP control packet  

The destination node has to handle the following cases. 

i) If D=1, LA=0 and NC=0, it means that received RREQ is not part of last (RREQ_RETRIES)th attempt to find 

feasible path, the destination node waits for 3*NODE_TRAVERSAL_TIME to receive more feasible RREQ packets. 

With policy of the intermediate nodes discarding RREQ packet if they do not satisfy required end-to-end delay, only 

RREQ packets that satisfy the requirement reach the destination node. Once 3*NODE_TRAVERSAL_TIME time is over, 

destination node selects the path Pi that has the least end-to-end delay and also satisfies required end-to-end delay of 

user application. It sets flag NC=0. Then the destination node makes a routing table entry to the source and generates 

required RREP packet and unicast it back to source over the selected path. When each intermediate node receives the 

RREP packet, it creates/updates its routing table entry for the destination and sends the updated RREP packet towards 

the source. 

ii) If D=1,LA=1 and NC=0 , it means that received RREQ is part of last (RREQ_RETRIES)th attempt to find 

feasible path, the destination node processes the RREQ packet as processed in previous case and unicast the RREP 

packet back to source node.  

iii) If D=1, LA=1 and NC=1, it means that received RREQ is part of last (RREQ_RETRIES)th attempt to find 

feasible path and received RREQ with non-confirming QoS, the destination node then waits for 3* 

NODE_TRAVERSAL_TIME time to receive all non-confirming RREQ packets. Once waiting time is over, among the 

received RREQs, the destination selects a path that has the least end-to-end delay. From the corresponding RREQ 

packet, the destination node learns i) the bottleneck node that did not satisfies the required QoS, ii) the partial path from 

source to bottleneck node and the related partial delay. Destination node then copies the values of Partial_delay, 

Path_Accumulation_Vector, Total_E2EDelay, required_E2EDelay, Bot_Node_ID, from respective fields of RREQ 

packets into the corresponding fields of RREP packet and set NC=1. Finally, destination node unicast RREP packet 

back to the bottleneck node.  

The algorithmic steps for RREQ packet processing at destination node are shown in Algorithm 2. 

Algorithm 2. RREQ packet processing at destination node  

Process_RREQ_At_Destination_Node(New_RREQ) 

1: if (New_RREQ == First_Received_RREQ) then 

2: if (D==1 and LA==0 and NC==0) then         // case i 

3:   wait for 3*NODE_TRAVERSAL_TIME to receive RREQ packets 

4:   from all the received RREQ packets do 

5:   find the path Pi that has the least end-to-end delay and satisfies end-to-end QoS 

6:   make the routing table entry for source node 

7:   generate the RREP packet, set NC=0 and unicast it back to source over the path Pi 

8: elif (D==1 and LA==1 and NC==0) then      // case ii: last attempt 

9: Repeat steps from 3 to 7
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10: elif (D==1 and LA==1 and NC==1) then      // case iii: last attempt 

11:   wait for 3*NODE_TRAVERSAL_TIME to receive RREQ packets 

12:   from all the received RREQ packets do 

13:   find the path Pi that has the least end-to-delay 

14:   copy the Partial_delay, Path_Accumulation_Vector, Bot_Node_ID, Total_ E2EDelay,  

        Required_E2EDelay from received RREQ packet to RREP packet and set NC=1 

15:   unicast RREP back to bottleneck router over the path Pi 

 

When RREP packet arrives at intermediate node, it checks the value of NC flag. If NC=0, it forwards the RREP 

packet as done in normal AODV operation. If NC=1 and the intermediate node is not the bottleneck node, it finds next 

hop node on reverse path from the Path_Accumulation_Vector field of the received RREP and forwards the RREP 

packet to the next node. Once the RREP packet with NC=1 reaches the bottleneck node, that node will triggers the 

channel reassignment to adjust the channels and tries to find the feasible path. The algorithmic steps of RREP packet 

processing at the intermediate node are listed in Algorithm 3.  

Algorithm 3 Algorithm for RREP packet processing at intermediate node 

Process_RREP_At_ Intermdiate_Node( ) 

  1: if (NC==0) then 

  2: forward the RREP packet as done in AODV 

  3: elif ((NC==1 and intermediate_node != bottleneck_ node) then 

  4: forward the RREP packet to next router on reverse path  

  5:  elif ((NC==1 and intermediate_ node == bottleneck_ node) then 

  6: triggers the channel reassignment to adjust the channels 

 

As routing and channel assignment schemes are interdependent on each other, by adjusting the channels on 

different links, we can increase the available bandwidth of links and hence enhance the likelihood of discovering a 

feasible path. For the simplified channel adjustment at bottleneck node, adjustment process should use only local 

information and should have only the local impact. Along with these requirements, adjustment process should have a 

smaller number of channel switches/changes. Through the Path_Accumulation_Vector bottleneck of RREP packet, 

bottleneck node ‘e’ gets to know it’s neighbor node ‘f’ through which the path is existing between given source and 

destination. Once neighbor ‘f’ is identified, node ‘e’ will change the channel on the link lef  that exist between bottleneck 

node ‘e’ and its neighbor ‘f ’. When node ‘e’ is about change its channel to any other channel, node ‘e’ first it checks 

the existence of chain puzzle problem. Fig.4. illustrates the chain puzzle problem in the given network topology, where 

each node has two radio interfaces. If node ‘e’ changes channel from C1 to C2, then to maintain connectivity with node 

‘g’, node ‘f’ has to change channel from C1 to C2 between itself and ‘g’. Similarly, node ‘g’ also has to change channel 

from C1 to C2 between itself and ‘h’ and node ‘h’ also has to change channel from C1 to C2 between itself and ‘i’. The 

change of channel from C1 to C2 on link lef will result in chain of channel changes on the other neighboring links. Such 

chain of channel change is called as chain puzzle problem. If more numbers of nodes are involved in chain puzzle, then 

it may lead to large overhead. The large size chain interrupts lot of flow transmissions. So, because of its practical 

impacts, before a bottleneck node is allowed to change the channel, node has to check the existence of chain puzzle 

problem. When a node 'e' selects a new candidate channel Ci and discovers that a node not within its 2-hop distance also 

requires changing the channel to maintain their link connectivity, then this results in a chain puzzle and Ci is not a 

feasible channel. 

 

 

Fig.4. Chain puzzle problem 

For QoS routing, along with checking of chain puzzle problem, the channel adjustment process has to check 

whether the channel change of bottleneck node results in the drastic change of link delay of nearby 2-hop links. Such 
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change may violate QoS of existing flows. The channel used on 2-hop links determines bandwidth available on each of 

the link. So, the change of channel on one link should not reduce the other link’s available bandwidth and hence the 

increase link delay. Hence, before node makes such channel change it should check whether such change increases link 

delay of any of its 2-hop links. If it does, then intermediate node should abort the channel adjustment process. If not 

then, it should go for the change of channels on respective links. Before the bottleneck node changes the current channel 

to the new channel, it follows the mechanism similar to that of [25] and send channel request message 

Ch_Change_Reqest to all its neighbor nodes to confirm that currently none of them are involved in any channel change. 

It prevents simultaneous channel changes. If the neighbor node is not involved in the channel change, then it sends her 

Ch_Change_Accept message, otherwise it sends the Ch_Change_Reject message. If bottleneck node does not receive 

any Ch_Change_Reject message then, through the Update_Channel message requests all the corresponding nodes to 

change the channel. Once all the channels are changed, then the bottleneck node resumes route discovery process. For 

this, a new RREQ packet is created. In new RREQ, from the Path_Accumulation_Vector field of received RREP packet, 

partial path from source to bottleneck node is calculated and copied into Path_Accumulation_Vector field of new 

RREQ packet. Set LA=1, D=1 and NC=0. Then copy the value of Partial_Delay of RREP into Total_E2EDelay field 

of new RREQ, this value helps in calculating the final end-to-end delay. Finally copy the required other fields form 

RREP into respective fields of new RREQ and start processing the New RREQ in normal way.   

5.  Performance Evaluation 

Through the simulations results, we compare the performance of proposed DSQRAC protocol with existing 

schemes. The ns-3 simulations are used to verify the effectiveness of DSQRAC. The details of the simulation are 

tabulated in Table 2. 

As the performance of the proposed QoS routing protocol is to increase the flow acceptance rate of delay-sensitive 

flows without affecting the already admitted flows, we evaluate the performance using the acceptance rate and average 

throughput and end-to-end delay with lower routing overhead. First, we measure the flow acceptance rate. The 

DSQRAC tries to find a feasible path from source node to destination for maximum of RREQ_RETRIES attempts. For 

the (RREQ_RETRIES)th attempt the channel adjustment is initiated to adjust the channel to increase the chance of 

finding the feasible path. To show how channel adjustment aids in finding the feasible path, we compare the 

performance of DSQRAC with channel adjustment (DSQRAC_DCA) with modified version of the DSQRAC i.e 

DSQRAC_SCA without the channel adjustment (Static Channel Assignment) and with EstQoS [14]. For this 

comparison, we conduct simulation as per the details tabulated in Table 2, with number of radio interfaces R=2 and 

number of orthogonal channels C=4. The average of 5 simulations is used for comparison. Neither DSQRAC_SCA nor 

EstQoS make an effort to adjust the channels to increase the acceptance rate. DSQRAC_DCA tries to adjust the 

channels to increase the acceptance rate. The Fig. 5 shows the performance of all the protocols. The flow acceptance 

rate of DSQRAC_DCA is 14% and 19% better than EstQoS and DSQRAC_SCA respectively.  

Fig. 6 shows the effect of the number of available channels. We compare the performance with R=2 and C=3,4,5,6, 

with arrival rate of 4 demands per minutes. As seen from the Fig. 6, it is clear that with a greater number of channels 

available for channel allocation, there is increase in the acceptance rate of all the protocols, especially with DSQRAC 

and EstQoS. 

Table 2. Simulation details  

Parameter Value 

Simulation Time 240 seconds(4 mins.) 

Network Area 1000*1000 sq.mt 

Topology Grid topology of size 7*7 

Number of nodes 49, with 1 node acting as gateway 

Max. Data Rate 11Mbps 

Queue Type and Size Drop Tail and 50 

Traffic and Packet size Video streaming and 1024 bytes 

Transmission/ Interference Range 250M/550M 

Max. number of channels(m) / radio interfaces (R) 12/4 

CWmin and CWmax 32 and 1024 

Target Delay 100ms 

AODV RREQ_RETRIES 2 

AODV NODE_TRAVERSAL_TIME 8ms 
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Fig.5. Acceptance rate  

 

Fig.6. Acceptance rate with C=3,4,5,6 

Further we will evaluate the performance of DSQRAC with EstQoS [18] and AODV-MR [26] multi-radio AODV 

which uses hop-count as routing metric. We use average throughput, average end-to-end delay and routing overhead to 

compare the performance of three protocols. We simulate WMN with 20 different UDP real-time data flows arriving 

randomly from different source nodes. The flow transmission rate is 30 packets/sec.   

In DSQARC, as RREQ packets are forwarded only through the intermediate nodes that have enough resources to 

support the admission of new flow, a smaller number of RREQ packets are gets transmitted in the network. With a 

smaller number of RREQ packets, more bandwidth will be available bandwidth for data transmissions. More available 

link bandwidth results in more throughput and less packet delay.  

 

 

Fig.7. Average throughput 

The Fig.7 shows average throughput of all three protocols. Initially with a smaller number of flows, the 

performance of protocols is almost the same. With increasing number of data flows, the interference among the flows 

increases. Since AODV-MR uses minimum hop-count to discover the paths, its average throughput is the worst among 

the three protocols.  In EstQoS, only transmission delay and channel access delay are used to compute the link delay 

without considering loads of the forwarding nodes. Because of this, EstQoS may discover path through the congested 

nodes. With increasing number of data flows, the contention among the nodes increases and results in degrading of 

throughput. As the link delay computation of DSQRAC is based the transmission delay and channel access delay and 

loads of the forwarding intermediate node, it discovers the lightly loaded paths. Due the proper load distribution, the 
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average throughput of DSQRAC is better than other two protocols. The average throughout of DSQRAC is 14.4 % and 

53% better than EstQoS and AODV-MR respectively. 

Figure 8 shows average end-to-end delay of all three protocols. The end-to-end delay of packet depends on the 

channel access, transmission and queuing delays. If path is selected only on the basis channel access delay and 

transmission delay (i.e. MAC service time), more packets will get transmitted through the already loaded forwarding 

node and hence increase the packet queuing delay. As DSQRAC link delay computation includes all three possible 

delays, it selects a path through the lightly loaded nodes. So, the average end-to-end delay of DSQRAC is less among 

the other protocols. The average end-to-end delay of DSQRAC is 21.18% and 51.9% less than EstQoS and AODV-MR 

respectively.  

 

 

Fig.8. Average E2E delay 

Figure 9 shows the routing overhead of three protocols. As DSQRAC implemented with AODV and EstQoS 

implemented with OLSR, almost same number of HELLO packets are used for maintaining node/link status. As RREQ 

gets forwarded only on QoS fulfillment, a smaller number of RREQ packets are used for path discovery. In OLSR 

implementation of EstQoS, a greater number of TC and MID routing control packets are transmitted for route 

maintenance, the routing overhead of EstQoS is more. In AODV-MR RREQ control packets are transmitted on all the 

radio interfaces of node. It has more routing overhead as compare to the DSQRAC. DSQRAC produces 29.4% and 

43.8% less routing overhead as compared to the EstQoS and AODV-MR respectively. 

 

 

Fig.9. Routing overhead 

6.  Conclusions 

WMNs need to support the effective implementation of various multimedia applications. The multimedia 

applications require assured QoS to fulfill the user requirements. The QoS routing in WMNs needs to guarantee the 

QoS requirements of multimedia applications. The admission control is the primary traffic control mechanism deployed 

to provide QoS provisioning. A new QoS routing protocol with admission control called delay-sensitive QoS routing 

with integrated admission control i.e. DSQRAC, is designed to control the admission of delay-sensitive flows. The 

primary focus is on the end-to-end delay requirements of delay-sensitive multimedia applications. A delay-aware cross-

layer routing metric is used to find the feasible path. The QoS routing protocol is implemented using the AODV routing 

protocol. Since the RREQ packets consume a noticeable amount of network resources, the RREQ packets are forwarded 

only by the few nodes that guarantee the required delay requirement. Such a delay-sensitive controlled flooding 

mechanism avoids the unnecessary flooding of RREQ packets and makes provision to save the possible network 

resources to be consumed by such RREQs. As channel assignment and routing together define the availability of 

network resources, when required, the channels are adjusted to aid the QoS routing to increase the likelihood of 
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accepting a new flow. The simulation results confirm that the performance of the DSQRAC routing protocol 

outperforms the existing protocols. The flow acceptance rate of DSQRAC_DCA is 14% and 19% better than EstQoS 

and DSQRAC_SCA respectively. 
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