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Abstract—Nowadays, feeling analysis has become a trend; above all, in dig-
ital product development companies, as it is essential for rapid and automatic 
analysis. Feeling analysis deals with emotions with the help of software, and it is 
playing an unavoidable role in workplaces. The constant growth of social net-
works, especially the Twitter social network, has made the ability to understand 
and comprehend users or clients take a greater scope regarding their needs; and 
therefore, increase the complexity of analysis of this social network, causing ex-
cessive expenses in time, personnel, and money. This work presents a solution 
through the application of Machine Learning (ML) for feeling analysis and thus 
improve analysis, execution time and customer satisfaction. The scope of this 
research is limited to using the Support Vector Machine (SVM), a supervised 
learning technique for the intended analysis. The model derives from the ML 
technique making use of cross validation. CRISP-ML(Q) is the applied Method-
ology. The results show that the use of ML allows efficient feeling analysis in 
Twitter communications. 

Keywords—machine learning, feeling analysis, Twitter, algorithms, classifica-
tion, CRISP-ML(Q), SVM 

1 Introduction 

Today the care and effective service to the user is being promoted as a new compet-
itive value to be considered within companies; the position of the consumer as sover-
eign of this is evident. Therefore, the objective is to avoid the bad relationship between 
the group of users and customers with the company. This situation is not always clearly 
perceived by both parties, but this causes expensive effects. The exploration and anal-
ysis of the content of social networks has aroused the interest of both researchers and 
companies in general. 

Following these guidelines, [4] mentions that, to obtain sentiment data through 
tweets, it is required to build learning models and obtain labeled data, which are usually 
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difficult and expensive to obtain. For this reason, it promotes semi-supervised learning, 
which generates a vast amount of data to classify feeling analysis of tweets; likewise, 
[9] expresses that, due to the large amount of data on audiences, communicators should 
use micro-segmentation with data analysis, for which it makes use of the CRISP-DM 
methodology, relying on data analysis models that lead to clustering, prediction and/or 
classification of data in a massive way. 

On the other hand, [19] deals with the frequency of conversations in his research 
about menthol cigarettes to get the tweet and the sentiment characteristics. Through 
SVM classifiers, a large amount of data was extracted to analyze, one of the results 
shows that 47% of the data analyzed was positive; nevertheless, it can express the idea 
that can lead to addiction, opposing a greater number of negative opinions. As [22] 
mentions, to support the creation of successful startups, a model that determines the 
analysis of tweets and a feeling analysis supported by the SVM algorithm is needed to 
know how positive or negative comments about a startup can predict its popularity [13]. 
Accordingly, a business plan can be generated, and continuous feeling analysis can be 
carried out to keep the market active regarding the startup. 

Currently, Machine Learning techniques are increasingly relevant at the business 
level in terms of automation and restructuring, for which, indicators with adequate in-
formation should be taken as a base to guide an optimal change within the decision-
making in the company. Systematic data analysis also should be performed to develop 
a predictive model; thus, the automatic detection of sentiments in tweets becomes a 
powerful and useful tool for analyzing social networks and many other applications. 

Given this worrisome reality, i.e., the inefficiency of software solutions for sentiment 
analysis in Twitter communications using Machine Learning worldwide, the present 
research will allow to close this technological and business gap. 

The main objective of this research is to study the application of Machine Learning 
through sentiment analysis in the technology company Heydru!, which will be used as 
a case study. It shows how Machine Learning performs efficiently against a sentiment 
analysis in the company to automate its process in its marketing and sales areas. The 
proposed approach is to use decentralized technology, by which it is intended to de-
velop a system for issuing certificates. 

2 Background and related works 

Currently, Machine Learning is one of the most popular ways to examine emotional 
behaviors, which generates intelligent algorithms that can learn without relying on rule-
based programming. The application of machine learning has been prioritized in vari-
ous fields, with the business environment as the main environment [14][15]. In relation 
to what was said above, different agencies are being adapted in the application of ma-
chine learning for their different processes [8]. 

In recent years, feeling analysis has become a frequent research topic due to the great 
demand in the market and the need to analyze public opinion [10]. Through the time, 
new techniques have appeared, as well as libraries and tools to apply sentiment analysis 
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processing [1]. With the positioning of social networks, users also have all kind of fa-
cilities to express their opinions on different topics of interest [4]. Being aware of the 
opinions regarding a brand or product and measuring its impact is currently of vital 
importance for all companies, since the image of the company is what is at stake [11]. 

There is also an intense application of technologies in analysis [2]. It is worth noting 
the recent prevalence of social networks, especially Twitter, which is characterized by 
being a social network that generates a large amount of data and messages; with the 
possibility that it can be linked to a live event anywhere in the world [5]. Given this 
diversity of audiences, they can be segmented and located in a geographical area or in 
a hashtag environment [9]. Regarding the ranking of the sentiment of the messages on 
Twitter, there is a history of studies applied to different themes and languages; among 
them, the inclusion of emoticons is considered as a relevant element to support the 
context and to increase the accuracy of the model [14]. 

On the other hand, the use of hashtags, where the label system is considered to build 
the classifier [12], the semantics-based approach suggests the removal of stop words. 
These without apparent load of meaning such as the articles “one”, “an”, “the” or “the” 
[2]. In addition, the use of Machine Learning technology allows the development of the 
Support Vector Machine (SVM) algorithm [3][15]. The application of Machine Learn-
ing technology has also allowed it to be applied in the field of customer service; as, 
somehow, the analysis provided by the algorithm alerts the service team to any new 
issues that need to be taken into account; and, in this way, the preparation of a plan or 
strategy is made possible [17]. 

This generates contributions in various fields in addition to the business field; for 
example, it is a resource for presidential elections [2], to obtain the classification of the 
candidates according to positive and negative indicators to know who the winner will 
be [6]. 

3 Research methodology 

3.1 Machine learning application development methodology 

For the development of the solution in this research, the CRISP-ML(Q) methodology 
was used; it has recently been proposed by the machine learning community to ensure 
the quality of the result of the project. Careful maintenance of each phase is kept in 
mind to reduce the risk of performance degradation over time. It has six phases (See 
Figure 1): business and data understanding, data engineering (data preparation), Ma-
chine Learning Model Engineering, quality assurance for machine learning applica-
tions, deployment and finally, monitoring and maintenance [31]. 
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Fig. 1. CRISP-ML(Q) methodology workflow 

3.2 Applied research method 

Operationalization of the variables: the indicators and their details, considered in the 
research, are shown in Table 1. 

Table 1.  Operationalization of the dependent variable 

Indicator Index Unit of Measurement 
Analysis time [1-12] Days 
Analysis cost [5400 – 108000] Nuevo sol 
Number of people involved [1-11] People 

Acceptance level 
Totally disagree, In disagreement, Nei-
ther agree nor disagree, In agreement, 

Totally agree 
Likert scale 

 
Research Design. This research presents a pure experimental design, which applies 

the Post Test method for the Experimental Group (Ge) and for the Control Group (Gc). 
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The elements of the sample are chosen randomly (R), to which a stimulus or experi-
mental condition (X) is applied. When the stimulus (Machine Learning solution) is ap-
plied to the Ge, values for the indicators are obtained (O1) and when the stimulus is not 
applied, values for the Gc are obtained (O2). 

RGe     X     O1 
RGc     --     O2 
Universe and sample. It was established as a universe to all the processes of analy-

sis of sentiments of communications by Twitter in marketing agencies in Peru.  
In case of the sample, the process of sentiment analysis was taken in the communi-

cations by Twitter. With n = 30 transactions. 
Data collection procedures. The direct observation technique was applied in the 

research; the tool, observation sheet, was used for collecting the data for each study 
indicator. This technique was applied from the beginning. 

Statement of hypotheses. H1: If you use a Machine Learning Application using 
CRISP-ML(Q) then the time to Analyze Feelings in Twitter Communications is re-
duced. 

H2: If a Machine Learning Application is used using CRISP-ML(Q) then the cost to 
Analyze Feelings in Twitter Communications is reduced. 

H3: If you use a Machine Learning Application using CRISP-ML(Q) then the num-
ber of people involved in Analyzing Feelings in Twitter Communications is reduced. 

H4: If a Machine Learning Application is used using CRISP-ML(Q) then the level 
of acceptance of the end user to Analyze Feelings in Twitter Communications is im-
proved. 

For the hypothesis test, with the purpose of contrasting each one of them, the fol-
lowing was proposed: 

μ1 = Population Mean (H1, H2, H4) for Gc PosTest 
μ2 = Population Mean (H1, H2, H4) for Ge PosTest 
Where: Ho: μ1 ≤ μ2 and Ha: μ1 > μ2 
Also: 
μ1 = Population Mean (H3) for Gc PosTest 
μ2 = Population Mean (H3) for Ge PosTest 
Where: Ho: μ1 ≥ μ2 and Ha μ1 < μ2 
To test the hypotheses, two statistical tests were applied: Student's t test (quantitative 

values) and the Mann-Whitney U test (qualitative values) using the Minitab software. 

4 Case study 

The research was carried out for a specific case in the organization called Heydru! 
This company’s main activity is to develop software in Peru. The architecture of the 
solution is shown in Figure 2.  
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Fig. 2. Twitter data analysis workflow 

Next, the case of the company Heydru! is described in detail and rigorously, follow-
ing step by step the life cycle of the CRISP-ML(Q) methodology that has been shown 
in Figure 1. 

4.1 Business and data understanding 

Three success criteria are reflected for the validation of the first phase. Regarding 
the business criterion, it seeks to reduce the time of investigation, the time of creating 
reports and decision making. In the case of machine learning criteria, criteria such as 
the performance evaluated by the F1, and the soft measures are established. They assess 
robustness, the possibility of explanation, scalability, complexity, and resource de-
mand. In addition, for the feasibility of the data, the availability of data, resources and 
regulatory constraints are established. 

4.2 Data engineering (data preparation) 

It is divided into four sub-phases, the first phase in which the following data are 
selected: creation_date, id, text, source, reply_to_tweet, reply_to_user_id, re-
ply_to_user_name; the second is related to data cleaning, in which the cleaning of links, 
mentions, hashtag, multiple_spaces, lowercase, special characters and elimination of 
duplicates is developed; in the third subphase, feature engineering, there are no new 
features to add to the data or to be derived from existing ones. In the last subphase, the 
development of data standardization is contemplated, in which the definition of func-
tions is established that allows guaranteeing the reproducibility of the application; 
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therefore, the functions they fulfill are store_tweet, divifitData, cross_validation and 
plot_matConfusion. 

4.3 Engineering machine learning models 

First, the quality measure is defined, and a quality and validity check of the model 
to be used is carried out. F1 is used. This metric is the combination of the accuracy and 
recall metrics: 

𝐹𝐹1 =  2 ∗  (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∗  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) / (𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 +  𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) (1) 

And for the development of the product, the SVM (support vector machine) algo-
rithm is used since a classification model is going to be made, and this is the optimal 
way to do it, so from a database, logical construction diagrams. The greatest difficulty, 
produced in the test of the data with the application of the model, was the data cleaning 
since the expected automation was not contemplated, so a function for the adequate and 
uniform cleaning of the data had to be created. In this way, a set of data suitable for the 
application of the model was achieved. 

4.4 Quality assurance for machine learning applications 

For this phase, it was obtained the approval and verification from an expert, who 
analyzed the data and the respective model with the expected results. For this, the CEO 
of the company Heydru! was introduced to an expert who validates the technologies to 
be implemented in the company; additionally, it was presented to the person in charge 
of the marketing area to validate the operation of the project's product. 

4.5 Solution deployment 

The hardware requirements to deploy the project are as follows: 

─ Laptop: Core i7 9th Gen 3GHz, 8GB RAM 1600MHz, 500GB SSD, 2GB Integrated 
Graphics, Windows 10 Pro OS. 

─ Computer: Core i7 5th Generation 2.5GHz Processor, 12GB RAM 1800MHz, 
500GB SSD, NVIDIA 4GB, Windows 10 Pro OS. 

On the other hand, a contingency plan was established: a Script 2 must be generated, 
the queries are kept as a base, and the list of variables is established beforehand. It is 
verified that the input variables can only be manageable. 

For the implementation and deployment, online tests are carried out and one of them 
is the A/B test. 

To make use of the model, a web system is developed so that the end user can ana-
lyze the feeling of his users (See Figure 3, Figure 4, Figure 5 and Figure 6)). 
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Fig. 3. Login of the sentiment analysis system 

 
Fig. 4. Inputs section and sentiment analysis process 
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Fig. 5. Presentation of the sentiment analysis interface based on the word startup 

       
Fig. 6. Sentiment analysis interface in responsive format 

4.6 Monitoring and maintenance 

In this phase, practices are established to avoid a drop in the model's performance, 
which consists of carrying out constant supervision so that it is evaluated, and it is de-
cided when it is necessary to train the model again. 

The ML model is updated. In addition to monitoring and retraining, reflect on the 
business use and ML task, it is valuable to adjust the ML process. 
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5 Experiments, results and discussions 

5.1 Results: Reduction / Increase of indicators I1, I2, I3, I4 

100% of the data obtained from the Control Group (Gc) and the Experimental Group 
(Ge), for each research indicator, were recorded with an observation sheet. It is obtained 
that 50.43% of the times, to analyze feelings, is less than the average time. Regarding 
the cost to develop the sentiment analysis, 73.61% is lower than the average. On the 
other hand, the number of personnel involved represents 50.0% less than the average 
with respect to the given implementation. Finally, in the level of acceptance of the end 
user, an increase of 69.0% was noted.  

The direct observation technique was done using the stopwatch as a measuring in-
strument, which was very useful to understand the current state of the Twitter Sentiment 
Analysis process. In addition, the Minitab software was applied to perform the statisti-
cal calculations to provide information as evidence for the results obtained. 

Normality test. Next (See Figure 7), the test is performed to determine which indi-
cators have data with normal behavior. This serves to determine the statistical test to be 
applied. 

 
Fig. 7. Average sentiment analysis time in Twitter startup data 

It is observed that in the Gc Post Test and the Ge Post Test the p-value (0.107 and 
0.118) > α (0.05). Therefore, the values of the Time to analyze indicator behave nor-
mally. For the I2: Cost of feeling analysis in the Twitter data, in the Gc Post-Test and 
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in the Ge Post-Test the p-value (0.271 and 0.243) > α (0.05). Therefore, the values of 
the indicator Cost to analyze have a normal behavior. 

Similarly, it was done for Indicator 3 (Number of people involved). Its data are also 
shown to have normal behavior. 

5.2 Discussion: Effect on sentiment analysis in Twitter communications 

Descriptive statistics. Table 2 shows the results obtained and the application of de-
scriptive statistics for each indicator. 

Table 2.  Operationalization of the dependent variable 

Sample N 95% confidence intervals 
for the mean Kurtosis Asymetry Q3 

I1: PosTest (Ge) 30 2.8805 - 4.0529 -0.504850 0.295076 5.0000 
I2: PosTest (Ge) 30 12022 – 14000 -0.606303 0.381776 17000 
I3: PosTest (Ge) 30 3.0000 - 4.0000 -0.668777 0.182359 5.0000 

 
In summary, for each indicator in Table 2 it shows that, around 95% of the values, 

they are within 2 standard deviations for the comparison of the average. La Kurtosis 
indicates that there are values with peaks that are too low; similarity, the asymmetry 
indicates that most of the values are presented as low, the 3rd quarter indicates that the 
75% of the values are less than or equal to this value. For indicator I1, the results are 
like those of [12] that in their research about the perceptions of Twitter users on menthol 
cigarettes: analysis of content and sentiment, expressed that the average time to analyze 
sentiments in communications via Twitter is estimated at Ge (4 days), was significantly 
shorter at Gc (10 days). There are similar results in [3] which, in a survey and a com-
parative study of the analysis of the sentiment of the tweets through the semi-supervised 
learning, estimating that the Ge (2.12 days) was significantly smaller than the Gc (8 
days). Similarly, [20] is found with the investigation based on the analysis of sentiment 
on customer satisfaction with digital payment in Indonesia. 

A comparative study, using KNN and Naive Bayes, highlighted in Ge (5.30 days) 
being significantly shorter at Gc (8 days). In addition to this, in a research on the detec-
tion of indicators for the success of an emerging company, the analysis of sentiments 
using text data mining estimates that Ge (1.12 days) was significantly lower than Gc (4 
days) [15]. 

For indicator I2, it should be noted that the results for this indicator, in relation to 
the average cost, have been like those of [4], referring to the exploration of customer 
reviews online for the development of new products: the case of identifying reinforcers 
in the cosmetic industry, it is estimated in Ge (S/. 18 789.00), it was significantly lower 
for Gc (S/. 55 432.00). 

In a similar way, the similar results in the study [1] with its empirical investigation 
on the prediction of customer abandonment behavior using the Twitter mining ap-
proach, it is estimated that the Ge (S/. 9 780.00) was significantly lower than Gc 
(S/27987.30). Thus, the study [9] on the analysis of sentiment of multimodal data from 
Twitter estimates that Ge (S/. 15 400.00) was significantly lower than Gc (S/. 60 
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780.50). On the other hand, in relation to a comparison of the performance of the su-
pervised automatic learning models for the analysis of the opinion of the Covid-19 
tweets, it is estimated that the Ge (S/. 10 950.23) was significantly lower than the Gc 
(S/. 19,789.56) [14]. 

Finally, the results of the I3 indicator with the [19] show similarities referring to an 
efficient preprocessing method for the supervised feeling analysis through the conver-
sion of sentences into numerical vectors: a case study of Twitter, estimates that in Ge 
(2 personas) was significantly smaller than Gc (5 personas). On the other hand, [5] in 
his investigation Analysis of social networks of Covid-19 feelings: application of Arti-
ficial Intelligence estimates that Ge (6 people) was significantly lower than Gc (10 peo-
ple). The study [2] referring to a hybrid N-gram model using Naive Bayes to classify 
political feelings on Twitter estimates that Ge (1 person) was significantly lower than 
Gc (3 personas). Finally, in an investigation into the deep analysis of sentiment: a case 
study derived from Turkish Twitter; it is estimated that Ge (4 persons) was significantly 
lower than Gc (8 persons) [17].  

As in developing countries similar to Peru, the Machine Learning solutions for the 
Analysis of Sentiments in Communications via Twitter are still under-developed. This 
poses a challenge for the development of these solutions aimed at commercial users 
from different business sectors in various remote areas. 

Inferential statistics. In Tables 3 and 4, the values of the application of the statistical 
principles are shown for the contrast of the hypotheses. 

Table 3.  Operationalization of the dependent variable 

Sample n Ho t-value p-value 
I1: PosTest (Gc) 

30 μ1 > μ2 6.40 0.000 
I1: PosTest (Ge) 
I2: PosTest (Gc) 

30 μ1 > μ2 17.23 0.000 
I2: PosTest (Ge) 
I3: PosTest (Gc) 

30 μ1 > μ2 10.04 0.000 
I3: PosTest (Ge) 

Table 4.  Operationalization of the dependent variable 

Sample n Ho w-value p-value 
I4: PosTest (Gc) 

30 µ1> µ2 475.00 0.000 
I4: PosTest (Ge) 

 
Since all p values are less than 0.05, the results provide enough evidence to reject 

the null hypotheses (Ho), and the alternate hypotheses were correct. The tests will turn 
out to be significant. 

Research implications. Other applications of the solution were in the political 
sphere, which leads to evaluating the comments on social networks, in this case Twitter, 
and as a result, the candidate's level of acceptance. Regarding the application, it started 
with the understanding of business and data, in which the scope is defined, we evaluate 
success criteria. In this case, it corresponds to the publications of the candidates and the 
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comments done by the readers. It can be also the media, natural persons, and other 
politicians’ interest. In the following phase, data engineering, a function for data clean-
ing and development of data for the model is planned and developed. During the model 
engineering phase, the application of the model is used with the data collected. How-
ever, the model is evaluated with the use of other noisy or incorrect input data to obtain 
the validity of the model. Finally, the deployment is carried out with the implementation 
of the model programmed on an existing software system. 

The Machine Learning solution that has allowed to significantly optimize the values 
of Analysis cost, Number of people involved and Acceptance level can be perfectly 
applied in a wide variety of business sectors, in different geographical regions, world-
wide, today and in the future. 

6 Conclusions and future research 

The Machine Learning models used for the analysis of feelings in social networks 
are effectively integrated in different areas, highlighting in the companies of Marketing 
that optimize their work and reduce costs related to time and dedicated personnel to 
carry out the analysis of feelings in social networks, verifying the growth of startups in 
which they invest and obtain good investment results. Most applications carried out for 
the analysis of feelings using predictive models with high precision, such as convolu-
tional neural networks (CNN) and Support Vector Machine (SVM), generate an auto-
mation of processes for data management, interpretation of predictive analysis to carry 
out and customize the tasks of the assigned personnel. In the present investigation, an 
application was used for the analysis of feelings for the management of trends in 
startups, which is of great importance for the marketing area of the company Heydru! 
The solution was developed using the CRISP-LM(Q) methodology, which adapts to 
the use of massively changing information, ensuring the quality of the model in its de-
ployment as the information changes or increases. As a result, it was able to improve 
the indicators of the process in the company Heydru!, related to the time of an analysis, 
the cost to carry out an analysis, the amount of staff involved and the level of satisfac-
tion; solving these limitations and finding the solutions one person would need. 

For future investigations, it is proposed to improve the algorithm used to increase 
the level of precision, adding neural networks of different types [15][16][17], as well 
as using new techniques of Deep Learning. The platform for the analysis of feelings 
can be optimized to increase the amount of information to be handled, as well as to 
increase the different statistical graphs for the report that should be presented in the 
respective area, optimizing the cost of the personal and the time dedicated to the anal-
ysis [13]. It is also necessary to implement the CRISP-LM(Q) methodology in a con-
tinuous way for this type of analysis, which requires the use of information in constant 
change and increase, since this methodology has recently been implemented, it is nec-
essary to follow up and study the new changes and updates. 
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It is necessary to expand the use of the feeling analysis applications to different areas 
that need to carry out monitoring of the performance of a company, as well as the de-
velopment of cloud platforms [29][30] with adaptive use to carry out a feeling analysis, 
supporting this is the way for SME that wants to implement the quality analysis process. 

Some limitations have been identified in some algorithms for sentiment analysis on 
Twitter, which limits the efficiency of the results among decision makers; however, this 
has not impaired the interpretation of the results. Future implementations of Machine 
Learning solutions should consider the use of more efficient algorithms to achieve bet-
ter results and thus eliminate bias in decision making. 
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