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 Currently, type 2 diabetes mellitus is one of the world's most prevalent 

diseases and has claimed millions of people's lives. The present research aims 

to know the impact of the use of machine learning in the diagnostic process 

of type 2 diabetes mellitus and to offer a tool that facilitates the diagnosis of 

the dis-ease quickly and easily. Different machine learning models were 

designed and compared, being random forest was the algorithm that generated 

the model with the best performance (90.43% accuracy), which was integrated 

into a web platform, working with the PIMA dataset, which was validated by 

specialists from the Peruvian League for the Fight against Diabetes 

organization. The result was a decrease of (A) 88.28% in the information 

collection time, (B) 99.99% in the diagnosis time, (C) 44.42% in the diagnosis 

cost, and (D) 100% in the level of difficulty, concluding that the application 

of machine learning can significantly optimize the diagnostic process of type 

2 diabetes mellitus.  
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1. INTRODUCTION 

In recent years, diabetes mellitus has increased its prevalence on the world scene, information from 

the World Diabetes Atlas, which is periodically published by the International Diabetes Federation, shows that 

by the year 2045 diabetes mellitus is projected to increase by up to 143% on the African continent and 55% in 

South America [1]. In addition, the publication mentions that there are currently approximately 537 million 

people around the world who suffer from diabetes, of which 352 million are in the active phase, within a range 

of 20 to 64 years of age. The problematic situation of the study is based on the increasing prevalence of type 2 

diabetes mellitus in the world scenario, at present, due to COVID-19, people suffering from it are the most 

likely to develop a critical picture of this disease, which is why early diagnosis is so important [2]. Type 2 

diabetes is caused by varying degrees of insulin resistance, altered insulin secretion, increased glucose 

production, and various genetic metabolic defects in insulin action [3]. According to the pan american health 

organization (PAHO) [4], it has been identified that approximately 90% to 95% of all cases suffer from type 2 

diabetes [5], i.e., of the three main types of diabetes mellitus, type 2 is the most common, significantly affecting 

the health status of those who suffer from this disease, causing various disabilities, even death, and representing 

a high economic and social cost. 

https://creativecommons.org/licenses/by-sa/4.0/
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In recent years, humanity has been immersed in health problems, especially in resource-poor 

environments, and the situation is aggravated by the limited capacity of the health system to provide health 

care [6]. This is why it is important to develop and implement technologies such as machine learning models 

that serve as tools for doctors and patients, through preventive medicine that can help diagnose patients early 

and provide them with health advice. In this sense, implementing the use of machine learning facilitates the 

identification of patterns and predictions through analysis techniques such as statistics and empirical data  

[7]–[9]. Particularly in Perú, different population-based health studies indicate that, in recent years, as in the 

rest of the world, the rate of cases of type 2 diabetes mellitus has been increasing considerably, as evidenced 

in the latest study published by the National Institute of Statistics and Informatics (INEI) [10] on this disease 

in 2020. The research aims to determine to what extent the use of predictive machine learning, applying the 

cross-industry standard process for data mining (CRISP-DM) methodology, impacts the diagnostic process of 

type 2 diabetes mellitus. 

 

 

2. LITERATURE REVIEW 

According to the research [11], the use of mobile applications for the prediction and monitoring of 

diabetes proves to be more efficient and practical than conventional methods, providing users with early 

identification and early diagnosis of the disease to prevent the development of future complications [12]. The 

development of the application required the collection of various data from users to obtain more accurate  

results [13]. Finally, users were satisfied with the compliance and design of the application. The research [13] 

was developed using machine learning algorithms, employing 2 of these to evaluate the effectiveness and 

overall accuracy of the prediction, in order to identify and diagnose the type of diabetes, minimize the risk of 

death and generate the improvement of the patient's health. Finally, it was shown in this work that the results 

were highly accurate and it was possible to predict diabetes with less time in the process. The article [14] states 

that diabetes is the most common and dangerous disease that can lead to additional problems such as heart 

attacks, strokes, blindness, nerve damage, kidney failure, and blood vessel disease. Predictive analytics in 

healthcare is mainly used to determine patients who have early stages of diabetes, asthma, and heart disease, 

among other critical lifelong diseases. The proposed method using K-Means and random forest provides greater 

accuracy in predicting type 2 diabetes, obtaining the most effective model the random forest model, with which 

80% accuracy was obtained, having as dataset the Pima Indian Diabetes. The article indicates that the fuzzy 

system and the deep learning method could also be used to improve the proposed method. In the investigation 

[15], dataset processing is performed to detect and diagnose diabetes mellitus, focusing on the use of machine 

learning algorithms. The investigation of a hybrid model where a coyote optimization algorithm (COA) and 

least squares support vector machine (LS-SVM) was proposed, where an average accuracy of 98.811% was 

obtained outperforming the other algorithms. The use of methods with a metaheuristic approach helps to solve 

complex optimization problems to determine fuzzy parameters as shown in research [16]. 

The articles [17], [18] optimization for machine learning feature selection is performed by employing 

logistic regression, decision trees, and random forest machine learning algorithms. The results showed 

additional advantages to the machine learning models when tested on a real data set, allowing optimization for 

machine learning feature selection, which serves greater utility in problems involving real data set cases. The 

investigation [19] preprocessing was performed by training the model to maintain the same characteristics of 

the images intended for the main processing. A convolutional neural network was used for the processing of 

88,700 retinal fundus images, thus classifying the level/state of the disease, and determining whether a person 

suffers from diabetes mellitus. A sensitivity of 81.12%, a specificity of 89.16%, and an accuracy of 84.16% 

were achieved. The article [20] focuses on tuberculosis disease; in this case, the project was developed in Peru 

and was called eRx. Medical professionals or trained technical staff used smartphones as devices to capture 

images of chest X-rays of patients in health centers, after capture, these X-ray images were transmitted through 

the application developed based on artificial intelligence methods, convolutional neural networks algorithm 

was applied, demonstrated through the appreciation of medical specialists that artificial intelligence tools can 

optimize the process of diagnosis of tuberculosis. 

The scientific article [21] it is mentioned that the process of disease diagnosis is complex and needs 

to be treated with automated techniques such as artificial intelligence to support decision-making and generate 

greater certainty. The authors performed a comparison of artificial intelligence techniques, two algorithms were 

evaluated, neural networks and Bayesian networks, the latter being the one that generated the best performance. 

Finally, they used certain and also applied the Osgood scale, which provides a positive evaluation of the results 

of the research conducted, showing the possibility of using artificial intelligence techniques for the diagnosis of 

diseases from data. This scientific article [22] from Western India mentioned that the incidence of lateral malleolar 

fractures (LMF) is increasing, and current classification systems have poor prognostic value in assessing the 

stability of these fractures, so they implemented artificial intelligence into the existing diagnostic procedure.  
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A semi-automated artificial intelligence diagnostic approach was developed that can significantly improve 

diagnostic understanding to aid in a more accurate diagnosis of LMF, allowing for resource savings. 

 

 

3. METHODOLOGY 

CRISP-DM refers to the proven method for guiding or providing a framework for data mining 

projects. It is a methodology that includes descriptions of the normal phases of a project description of the tasks 

required in each phase, and an explanation of the relationships between the tasks. CRISP-DM as a model 

provides an overview of the life cycle of a data mining project, has six flexible phases, and can be easily 

customized [23]. In the present study, all phases of the methodology will be applied, to the results of the 

research paper. 

 

3.1.  Understanding the business 

Determine business objectives, for this, the League is required to diagnose type 2 diabetes in the 

people who are screened for the disease in the campaigns they carry out, as well as: 

− Reliably detect diabetes in people and act in a timely manner.  

− Promote healthy lifestyles.  

− Identify the risk of having diabetes. 

− Conduct dialectological research. 

− Provide counseling to the person with diabetes.  

− Prevent the death of people with diabetes. 

− Offer facilities to low-income people for the diagnosis and follow-up of diabetes. 

Assessment of the current situation, to carry out the data mining project we had a database on GitHub 

that provided patient information on certain risk factors related to diabetes mellitus type 2, the factors were 

consulted and validated by volunteers, a medical staff of the organization of the Peruvian League for the Fight 

against diabetes so it gives greater input to this study. 

Determine the objectives of data mining. 

− Comparison of predictive models for the classification of potential patients with type 2 diabetes. 

− Determination of the best predictive model for the classification of potential type 2 diabetes patients based 

on machine learning measurement metrics.  

− Determination of patient profile characteristics with respect to presenting features and symptoms.  

− Identification of relevant information using statistical graphs.  

− Diagnostic prediction of patients based on certain measurements included in the dataset to determine 

whether or not they have diabetes. 

 

3.2.  Understanding the data 

Collect initial data, the dataset used for the development of the project has been extracted from the 

globally recognized intensive care unit (ICU) repository, this dataset is known as "PIMA", and contains 

information on people in India with positive and negative diagnoses of diabetes. Description of data from a set 

of 768 observations (row) and 10 variables (columns), as detailed in Table 1. The target variable is "outcome" 

and it was possible to visualize that there are 500 negative cases and 268 positive cases. Verify data quality, 

using the R programming RStudio as a tool to load the data set and analyze it, missing data representing up to 

10% of some variables were found, as shown in Figure 1. 

 

3.3.  Data preparation 

Data selection was performed for the study by selecting all the columns that made up the database, 

where each variable was validated as a risk factor for type 2 diabetes mellitus by expert endocrinologists from 

the Peruvian League against diabetes, with the exception of column "n" because it refers to the patient's 

identification number, which is not an important variable for the analysis, as well as the column "insulin every 

2 hours" because it is a data that required the intervention of laboratory analysis, which did not allow a non-

invasive collection of the symptoms. Clear data, after identifying the missing data, the R package "DMwR" 

was used to perform the central tendency imputation technique, which allowed us not to lose observations from 

the data set, see Figure 2. Structuring the data, for the preparation of the data used by the models, coding, and 

data balancing techniques were applied. 

The coding technique required the R package "car", which was applied to the variable "outcome", 

reassigning the values it had for 0 (negative) and 1 (positive) in order to numerically represent each prediction 

target and improve the analysis of the data set. The data balancing technique required the R package "ROSE" 

and was applied because the data have a higher number of records of persons with negative diagnoses, which 

could represent a problem of unbalanced classification when generating the models. Specifically, the 
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oversampling technique, also known as SMOTE, shown in Figure 3, was applied, which generates fairly 

accurate records from existing minority records [24]. The original data had 500 negative and 268 positive 

records, but after the over-sampling, it had 394 negative and 374 positive records. 

 

 

Table 1. Dataset variables 
Field Type Description 

N int It is the identifier of each patient. 

Number of 
pregnancies 

int A number of times the study person has been pregnant. 

Plasma glucose 

concentration 

int It indicates the amount of glucose in the blood. When a person has eaten food, the normal values 

are less than 140 mg/dl, and when the results are between 140 to 190 they are indicative of diabetes. 
Diastolic blood 

pressure 

int The amount of pressure in your arteries between heartbeats. 

Skin fold 
thickness 

int It is a frequently used procedure, in combination with the body mass index (BMI), to estimate body 
fat. Measuring skinfolds allows for assessing the fat deposits in the human body. According to 

medicine the normal thickness: ♂ 12 mm; ♀ 23 mm. 

Insulin every 2 
hours 

int It is an insulin test that consists of testing before administering glucose and 2 hours later. The reason 
why these tests are performed is to see your glucose response curve. 

Body mass index 

(BMI) 

int It is a method used to estimate the amount of body fat that a person has, and therefore determine if 

the weight is within the normal range, or on the contrary, if the person is overweight or thin. 
Diabetes pedigree 

function 

 A function that rates the likelihood of diabetes based on family history. 

Age int Age of patients in years 

Result categorical If positive or negative for the diagnosis of diabetes. 

 

 

 
 

Figure 1. Datos missing 

 

 

 
 

Figure 2. Input data 
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Figure 3. SMOTE application 

 

 

3.4.  Modeling 

Three models were generated and compared in order to work with the one that obtained the best 

performance and was best adapted to the research objective: support vector machine (SVM) [25], artificial 

neural network (ANN), and [26] random forest [27]. Generate the test plan, before proceeding to the generation 

of the models, it was necessary to perform the design verification of the model results. The "caret" package 

was used to generate the partitions, shows in Figure 4 training data are composed of 70% of the total data, 

which were used to train the model and were obtained by random sampling. The test data made up of 30% of 

the total data were used to test the results of the model and were obtained by completely random sampling.  

 

3.4.1. Model building 

Model 1, the support vector machine was generated by incorporating the R package "e1071". Before 

building the model, with the training data frame, a test or tuning script was run to obtain the best values for the 

gamma and cost parameters. The model was built with the "svm()" function of the "e1071" package, indicating 

within the function as the first parameter the variable to be predicted as a function of the other variables, as the 

second parameter the training data frame, as third parameter the gam-ma value and as fourth parameter the 

cost. From the sample data frame, the resulting classification variable was converted into a factor and defined 

as seed 123 so that the results would not be altered, shows in Figure 5.  

Model 2, ANN as a first step, the "nnet" package was called in order to make use of the function that 

allowed us to generate the ANN model, a seed "123" was also defined so as not to alter the results obtained, 

the result classification variable is converted to a factor, then within the parameters of the "nnet" function, it 

was necessary to define the size of the network, i.e. the number of neurons with which it will work, the 

maximum allowed a number of weights (MaxNWts) were also defined, finally, the switch for the trace 

optimization was defined as FALSE, the modification can be seen in Figure 6. The Peruvian League against 

diabetes is an organization made up of health professionals and volunteers who seek to promote a healthy 

lifestyle in the Peruvian population and raise awareness of the prevention and early identification of diabetes 

in Peru.  

 

 

 
 

Figure 4. Data partition script 

 

 

 
 

Figure 5. SVM model script 

 

 

 
 

Figure 6. ANN model script 
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Model 3, random forest, the "randomForest" package was used to generate this model. As shown in 

Figure 7, starting from the sample data frame, the resulting classification variable is converted into a factor, to 

define the seed "123" and thus does not alter the results. Then, the model was built with the function 

"randomForest()", indicating as the first parameter the training data frame obviating the result class variable, 

in the second parameter only the class of the training data frame is taken, the third parameter the number of trees 

that are most useful to us and in the fourth parameter it is indicated if all the outputs of the modeling are retained. 

 

 

 
 

Figure 7. Random forest model script 

 

 

3.5.  Evaluate the model 

In order to carry out the evaluation of the models, we took into account metrics that helped us to 

evaluate the performance of each one, which are: accuracy, sensitivity, specificity, and specificity. Table 2 

shows the performance of each classification method: SVM model with 86.09% accuracy, which tells us the 

number of times the model is correct when applied to the data, as in its other metrics, obtained 90.18% 

effectiveness in identifying positive cases and 82.20% negative cases. ANN model, with an accuracy of 

71.30%, a specificity of 66.95%, and a sensitivity of 75.89%, is the model with the lowest percentage of 

sensitivity and specificity compared to the others, which means that it has the lowest proportion of hits in the 

identification of positive and negative cases. Finally, the random forest model is the one that generated the best 

results in the tests, culminating in the study with 90.43% accuracy, 89.83% specificity, and 91.07% sensitivity 

in the three metrics with the highest percentage of all, making it the model with the best performance in the 

identification of positive cases. 

 

 

Table 2. Comparison of metrics between models 
Model Accuracy % Sensitivity % Specificity % 

SVM 86.09% 90.18% 82.20% 

ANN 71.30% 75.89% 66.95% 

RF 90.43% 91.07% 89.83% 

 

 

3.6.  Evaluate the model 

Figure 8 explains how the integration of a model developed in R language with Laravel and VueJS 

was done, having as its purpose to show an intuitive form where the required data will be entered to be sent 

through an application programming interface (API), which is consumed by VueJS, The model, which has 

been developed in R and through the language and its libraries, an endpoint was enabled which is located on a 

Linux server from where the result is sent to the Laravel project and it is here where the registration is made to 

a database that was raised thanks to an amazon web services (AWS). Steps to integrate the model with laravel 

and VueJS, creation of the API in R, after generating the prediction model following the CRISP-DM 

methodology, it was saved as a reporting data source (RDS) file, which is a native R file type that allowed 

storing the model as an object to later load it into the API. The next step was the creation of the API, the R 

package called Plumber was used, this package allows exposing of the prediction model as a service. In the 

coding, the libraries needed to build the API were declared (Plumber, randomForest, and caret), and a Cross-

origin resource sharing (CORS) filter function was defined, since, by default, the API endpoint prohibits "cross-

domain" requests, for this, the function forwards the correct headers to the API and allows to receive the 

request. Then the parameters to receive from the API were defined with a brief description of each one, the 

method (Post) by which these values are received and the endpoint of the API (/diabetes). Finally, a function 

was defined that receives all the parameters of the prediction request, loads the RDS file with the prediction 

model, generates a data frame with the received values that is loaded to the model to perform the prediction 

and assembles the output to return the response in JSON format. 

Hosting the API with amazon EC2 for this stage of the implementation, Amazon Web Services cloud 

computing services were used, starting with the creation of an EC2 instance with the characteristics shown in 

Table 3. Using the FileZilla application, a connection is made to the instance, where a folder was created to 
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upload the RDS file with the model and the API file. To get the API up on the instance, the latest version of 

the Docker Engine package was installed, which allowed coding a custom Docker image with the dependencies 

and configurations required for the API. 

 

 

 
 

Figure 8. Software architecture model 

 

 

Table 3. Aws ec2 instance characteristics 
Characteristic Detail 

Image by Amazon Machine (AMI) Amazon Linux 2 AMI 
Type of Instance T2.micro (1 vCPU de 2.5 GHz, 1GiB memory) 

Storage SSD de 8 GiB 

 

 

Once the Dockerfile was coded, the image was run in a new container and by as-sociating port 8,000 

of the container with port 8,000 of the local machine, the API endpoint was generated. To enable consumption 

of the API, in the AWS console, port 8,000 was enabled in the security group assigned to the EC2 instance. 

Finally, the API was tested in the browser with the swagger user interface (UI) tool integrated into the Plumber 

package, as shown in Figure 9. Creating MySQL Database with Amazon RDS service, in the Amazon RDS 

service interface, a database instance was created with the following characteristics, shows in Table 4. Finally, 

to manage the database created, the MySQL Workbench tool was used to create a connection to the database 

using the credentials generated by the Amazon service.  

Web platform development, first created a working repository in Github for the project version 

control, we used the Laravel framework and VueJS, we decided to work with these languages because they 

allow a dynamic interaction and greater efficiency in the responses and performance in the web application 

and server communication. The web project has been coded in Visual Studio Code, using the Laravel directory 

structure, under the commonly used model-view-controller software design pattern with which we implement 

the UI, data, and control logic. Implementation of the prediction web platform, the platform for the medical 

personnel that carries out the campaigns of discarding and prevention of type 2 diabetes of the Peruvian League 

of the fight against diabetes where it presents two important sections, one where the prediction is made through 

the form and the second shows graphs on the predictions made. In the first instance, we have the prediction 

form where the fields that must be completed to obtain the result of the prediction are found, and the fields 

were validated using the "validate" package of VueJS. In addition to the fields with the necessary factors, we 

have considered fields such as ID, first and last names, and cell phone, which are data required to validate the 

identity of the patients, as well as the cell phone, gender, and district where the patient resides in order to make 

graphs that will allow an overview of the predicted cases and make decisions for the organization, shows in 

Figure 10.  
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Figure 9. Testing the API in swagger UI 

 

 

Table 4. MySQL instance characteristics in amazon rds 
Characteristic Detail 

Database engine MySQL v8.0.23 
Instance class db.t2.micro (1 vCPU, 1GiB memoria) 

Storage SSD de 20 GiB 

 

 

 
 

Figure 10. Prediction web form 

 

 

The following records tab shows in real time the records entered, that is, the information of the patients 

and the data based on the determined symptoms. They are listed from the last record entered to the first,  

also, it has a search engine by identity document to facilitate the location of a specific record, as shown in 

Figure 11. A button is shown in Figure 12 with the option to view the detail of all the data related to the selected 

case and this view has the option to be exported to a PDF format to perform any necessary transaction such as 

sharing the information with the patient. The Figure 13 tab is shown dynamically and in real-time statistical 

graphs based on the records that have been carried out for the prediction, providing the organization with a 

reporting option where we can identify the total number of people registered, positive cases, negative cases, as 

well as cases by gender and district, allowing the identification of specific groups or sectors where the necessary 

measures can be focused and strategies for the prevention of type 2 diabetes can be applied. 
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Figure 11. Record listing section 

 

 

 
 

Figure 12. Detail view 

 

 

 
 

Figure 13. Web reports section 
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4. RESULTS 

The objective of the research is to determine to what extent the use of predictive machine learning, 

applying the CRISP-DM methodology, impacts the diagnostic process of diabetes Mellitus type 2 in Lima-

Perú, considering four indicators or also called key performance indicators (KPI's): i) time to collect 

information, ii) time of diagnosis, iii) cost of diagnosis, and iv) difficulty level. For this purpose, we opted for 

a type of applied research and a pre-experimental design, with a random sample of 30 patients from the 

organization Liga Peruana de Lucha Contra la Diabetes, and we measured the defined KPIs in two contexts, a 

pretest without the experimental condition and posttest with the experimental condition present. The results 

obtained for each KPI in both contexts were analyzed and interpreted at a descriptive and inferential level to 

finally respond to the initially stated objective. 

 

4.1.  KPI1: data collection time 

In the inferential analysis, as shown in Figure 14 the results of the first indicator; Figure 14(a), the 

significance level of the pretest is 0.007 and of the posttest is 0.075. Where one of the cases (Pretest) is less 

than 0.05, then it is stated that the data do not have a normal distribution. In the descriptive analysis, according 

to the results shown, see Figure 14(b), for the information gathering time indicator (KPI1), in the pretest a 

mean value of 8701.83 was obtained and for the posttest, it was 1019.90. With these results, it can be observed 

that there was a decrease of 88.28%. Since KPI1 does not have a normal distribution, the Wilcoxon hypothesis 

test was performed as shown in Figure 15, which yielded a significance level equal to 0.000, which is less than 

0.05, the threshold value to see if the research hypothesis is accepted. It is accepted that the use of predictive 

Machine Learning, applying CRISP-DM, has an impact on the time to collect information for the diagnosis of 

type 2 diabetes mellitus. 

 

 

  
(a) (b) 

 

Figure 14. Results of the first indicator in (a) normality graph of KPI1 using Minitab 20.3 and (b) pretest and 

posttest histogram of KPI1 data collection time 

 

 

 
 

Figure 15. Wilcoxon test report for KPI1 using statistical package for social sciences (SPSS) 

 

 

4.2.  KPI2: diagnostic time 

In the inferential analysis, as shown in Figure 16 the results of the second indicator; Figure 16(a) the 

significance level of the pretest is 0.114 and of the posttest is 0.459. Where in both cases (Pretest and Posttest) 

their significance is greater than 0.05, then it is affirmed that the data have a normal distribution. In this case, 

since the significance value is less than 0.05, it is accepted that the use of predictive Machine Learning, 

applying CRISP-DM, has an impact on the time of diagnosis of type 2 diabetes mellitus. In the descriptive 
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analysis, according to the results shown in Figure 16(b), for the diagnostic time indicator (KPI2), in the pretest 

a mean value of 4424.2 was obtained and for the posttest, it was 0.353. With these results, it can be observed 

that there was a decrease of 99.99%. Since the KPI2 has a normal distribution, the T-student hypothesis test 

for related samples was performed as shown in Figure 17, which yielded a significance level equal to 0.000, 

which is less than 0.05, the threshold value to see if the research hypothesis is accepted. In this case, since the 

significance value is less than 0.05, it is accepted that the use of predictive Machine Learning, applying CRISP-

DM, has an impact on the time of diagnosis of type 2 diabetes mellitus. 

 

 

  
(a) (b) 

 

Figure 16. Results of the second indicator in (a) normality graph using Minitab 20.3 and (b) pretest and 

posttest histogram of KPI2 diagnostic time 

 

 

 
 

Figure 17. T-student T-test report for related samples of KPI2 using SPSS 

 

 

4.3.  KP13: cost of diagnosis 

The descriptive statistics for KPI3 Cost of diagnosis are shown in Figure 18. In the inferential analysis, 

as shown in Figure 18(a), the significance level of the pretest is <0.005, and of the posttest is <0.005. Where 

in both cases (Pretest and Post-test) their significance is less than 0.05, then it is affirmed that the data do not 

have a normal distribution. In this case, since the significance value is less than 0.05, it is accepted that the use 

of predictive machine learning, applying CRISP-DM, has an impact on the cost of diagnosing type 2 diabetes 

mellitus. In the descriptive analysis, according to the results shown in Figure 18(b), for the indicator cost of 

diagnosis (KPI3), in the pretest the mean value was S/12 and for the posttest it was S/6.67. With these results, 

it can be seen that there was a decrease of 44.42%. Since KPI3 does not have a normal distribution, the 

Wilcoxon hypothesis test was performed as shown in Figure 19, which yielded a significance level equal to 

0.002, which is less than 0.05, the threshold value to see if the research hypothesis is accepted. In this case, 

since the significance value is less than 0.05, it is accepted that the use of predictive machine learning, applying 

CRISP-DM, has an impact on the cost of diagnosing type 2 diabetes mellitus. 

 

4.4.  KP14: difficulty level 

The instrument used to measure this KPI was a Likert scale questionnaire. According to the results 

shown in Figure 20, for the level of difficulty indicator (KPI4), favorable results are shown in the Post-Test, 

increasing the responses in "very easy" and "easy", and decreasing in "very difficult", "difficult" and "normal". 

In this case, since the significance value is less than 0.05, it is accepted that the use of predictive Machine 

Learning, applying CRISP-DM, has an impact on the level of difficulty in the diagnosis of type 2 diabetes 

mellitus. 
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(a) (b) 

 

Figure 18. Results of the third indicator in (a) normality graph using Minitab 20.3 and (b) histogram of 

pretest and posttest of cost of diagnosis 

 

 

 
 

Figure 19. Wilcoxon test report for KPI3 using SPSS 

 

 

 
 

Figure 20. Histogram of pretest and posttest of the fourth KPI4 indicator 

 

 

5. DISCUSSION 

From the results obtained in the present research work, it can be seen in Figure 14, that for the 

information-gathering time indicator, in the pre-test a value in the mean of 8701.83 seconds was obtained and 

for the post-test, it was 1019.90 seconds; a decrease of 88.28% was observed. These results are consistent with 

research [20] in which he states that the application of artificial intelligence makes it possible to overcome 

some of the common complexities surrounding diseases such as tuberculosis, mainly the high workloads of 

health personnel, the limitations of human resources for the care and collection of signs and symptoms, often 

generate problems in urban health. As shown in Figure 16, for the diagnostic cost indicator, the pre-test showed 

a mean value of 12 soles and for the post-test, it was 6.67 soles; a decrease of 44.42% was observed. These 

results coincide with the research of [22] in which he indicates that through the support of artificial intelligence, 

the current diagnostic performance of fractures was improved through more comprehensive and complete use 

of existing clinical data, achieving data proofing and potentially reducing unnecessary tests, saving resources 

and allowing significant cost reductions. The diagnostic difficulty level indicator is visualized in Figure 20 

where the pre-test 63.33% of respondents consider that the process is difficult and for the post-test, 100% of 
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respondents consider that after the implementation of the solution, the process is easy. These results coincide 

with the research of [21] where the application of an algorithm would facilitate the diagnosis of diseases from 

the data due to its ability to model the processes of medical reasoning, the values obtained in the study are 

evidence of the favorable evaluation of AI techniques to decrease the difficulty of disease diagnosis and 

increase satisfaction. 

 

 

6. CONCLUSIONS 

In order to carry out the present study, data from the ICU repository was used, which is mentioned 

and recommended by numerous studies; the factors and data were validated by the Peruvian League Against 

Diabetes organization. The CRISP-DM methodology was used to manage the data, deploy all its phases, and 

facilitate the development and application of the models described herein, which were developed in R language. 

First, a comparison of the classification models was made, and through the performance evaluated by metrics 

such as accuracy, it was determined which of them provided the most accurate and efficient predictions, and 

the best model was random forest, which obtained 90.43% accuracy. Subsequently, this model was 

implemented in a web platform that was developed with the laravel and vuejs frameworks, in addition to 

libraries such as R Plumber, which allowed the interaction and the necessary tests to be carried out with the 

League's volunteers to determine the impact of the proposed solution. The graphs show that there is evidence 

of improvements in the indicators determined in the study. We believe that it is important to continue with 

similar studies to allow mining to generate improvements in the diagnosis of various diseases and support the 

medical field. 
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